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Project summary

The Digitized First Byurakan Survey is the largest and the first systematic objective-prism survey of the 
extragalactic sky. The detection, extraction, and classification of about 40 million spectra of about 20 million 
astronomical objects available in the survey require distinguishing the pixels containing photons from the source 
and the noise pixels per object. This project aims at developing a service to classify the spectra of UV-excess 
galaxies, quasars, compact galaxies, and other objects in the survey. Supervised and unsupervised convolutional 
neural network deep learning algorithms have been developed and studied.  

Keywords: Astronomical data, DFBS, machine learning, data classification, Virtual Observatories, FITS, 
ArVO  
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1. State of the art

The generated data volumes of astronomical sky surveys range from several terabytes to zettabytes. Enormous 
data volume and complexity require developing and implementing innovative methods and novel approaches to 
data exploitation, such as Virtual Observatories (VO) (Hanisch, 2014). As a platform for launching astronomical 
investigations, VO provides access to massive data banks, software systems with user-friendly interfaces for data 
processing, analysis, and visualization, and even access to resources on which the work can be carried out. VOs 
enable astronomers, regardless of their location, to access the advanced computing facilities over the Internet. 
Constituted in 2002, the International Virtual Observatory Alliance (Quinn et al., 2004) brings together several 
national and international organizations, such as US Virtual Astronomical Observatory (Hanisch, 2012), German 
Astrophysical Virtual Observatory (Demleitner et al., 2007), or the European Virtual Observatory (Genova et al., 
2015), which brings together many European countries. The Armenian VO (ArVO) is a joint project between 
Byurakan Astrophysical Observatory and the Institute for Informatics and Automation Problems (Mickaelian et 
al., 2016) aiming at deploying an advanced virtual environment to meet data management challenges (Astsatryan 
et al., 2010). ArVO data resources’ core is the Digitized First Byurakan Survey (DFBS) (Mickaelian et al., 2007), 
consisting of the extra-galactic sky’s largest prism survey. As the first systematic objective-prism survey of the 
extragalactic sky, DFBS covers 17,000 square degrees in the Northern sky and a high galactic latitude region in 
the Southern sky. Each DFBS plate contains low-dispersion spectra of about twenty thousand objects. The whole 
survey consists of about twenty million objects having several properties, like the colour, broad emission or 
absorption lines, or spectral energy distribution (SED).  

Besides the DFBS, the datasets are obtained via 1m, 0.5m, and 0.2m Schmidt (1.5 square degrees prism, 
photographic plates), 2.6m (photographic plates and films) standard, and smaller old telescopes located at the 
Byurakan Astrophysical Observatory. These telescopes’ metadata include names, coordinates, and magnitudes of 
the observed objects, equipment, receiver, emulsion, filters, date, time, and exposure of observations, sky and 
weather conditions, and observers. The DFBS datasets management system obtains the objects using different 
parameters (observing programs, telescopes, observing mode, dates, emulsions, or observers). The data is 
homogeneous in a unique survey with definite criteria, observing material, and methods. DFBS data is available 
(Hanisch et al., 2001) in the open standard Flexible Image Transport System (FITS) digital format to store, 
transmit, and process astronomical spectral objects (see fig. 1). FITS format allows identification of the field in 
astronomical coordinates and works with the available data.  

Figure 1: DFBS spectral image and digitized sky survey direct image of the same area. 
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2. Recent results from own research

The detection, extraction, and classification of about 20 million astronomical spectral objects require 
distinguishing the pixels containing photons from the source and the noise pixels per object. CNNs enable us to 
have accurate feature extraction and selection for star-galaxy classifiers by learning the local patterns. The results 
of a series of unsupervised CNN model experiments, using several models with different parameters and classes, 
are unsatisfactory due to the noisy astronomical data, as the overall accuracy is 38%, and the MSE error function 
value is 0.0012. Compere to unsupervised CNN models, the supervised models show high precision and recall. 
Based on a three-step image processing algorithm, the experiments show that supervised learning is a better 
approach for the studied datasets than unsupervised learning models. 78% of the dataset consists of 10465 images 
is used as training data, and 22% as testing data. The validation dataset is used to adjust and validate the model. 
The validation dataset is applied as a test dataset because of the limited size of the initial dataset. Table 1 shows 
the initial and generated datasets, with the size of two and half million, to train and test the super- vised CNN 
model and the classification accuracy per each object.  

Table 1: Supervised ML model accuracy and datasets. 

The data is generated using the data augmentation techniques to increase the model’s accuracy by decreasing both 
the training and validation losses. As the accuracy of train data less than the testing data, it prevents the model 
from overfitting. The model is not deep to be overfitted that easy. The dropout layer is added between existing 
layers to prevent overfitting by increasing the model accuracy as smoothly as possible. Also, a 50% high dropout 
coefficient is used, and the training process is stopped as soon as the validation loss rises. These results are better 
for Markarian galaxies and planetary nebulae, while carbon stars’ precision is quite low. The supervised learning 
model’s1 overall accuracy is about 87% achieved using different model configurations and several labeled 
datasets (see fig. 2). Moreover, according to the figure, the learning curve shows a good feat of training and testing 
datasets.  

Figure 2: CNN model accuracy. 

As the loss function, the categorical cross-entropy has been used to train the network. In Figure 3, the x-axis 
represents the number of iterations, while the y-axis represents the loss function value. The loss function value is 
decreased with an increase in the number of iterations and finally stabilized. Based on the experiments, the 
adadelta optimizer is used to adjust the network.  
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Figure 3: Loss function of CNN training and testing. 

The learning rate is 0.01. The experimental results are presented in Table 2 based on two and a half million objects, 
which is about 10% of the DFBS. The number of classified carbon stars, hot subdwarfs, and Markarian galaxies 
respectively are varied between 403556-789450 (16-31%), 154623-394554 (7-24%), 29336-81463 (1-5%) when 
the accuracy decreased from 95% to 80%.  

Table 2: CNN model classification results for two and a half million objects. 

A variety of datasets sizes are carried out to tune the model and find data trends. Table 3 shows the results of 
about four million objects, where the number of classified carbon stars, hot subdwarfs, and Markarian galaxies 
respectively are varied between 556309-1181754 (13-27%), 286717- 695987 (7-16%), 61858-167559 (1-4%) 
when the accuracy decreased from 95% to 80%.  

Table 3: CNN model classification results for about four million objects. 

The linear regression analyzes show a high correlation between the total number and classified objects. For 
instance, in the case of sd and C classes, the linear regression correlation coefficient is equal to 98-99%, and R2 
is equivalent to 96-99%. According to the linear regression analyzes, it is assumed to expect to have at least six 
million carbon stars, three million hot subdwarfs, and one million Markarian galaxies in the DFBS survey, 
numbers that are significantly higher than expected before.  

References 

1. Astsatryan, H., Knyazyan, A., Mickaelian, A., Sargsyan, L., 2010. Web portal for the Armenian virtual
observatory based on Armenian national grid infrastructure. Parallel computing and control problems, 109–
114. 



8 

2. Astsatryan, H., Sahakyan, V., Shoukourian, Y., Dongarra, J., Cros, P.H., Dayde, M., Oster, P., 2015.
Strengthening compute and data intensive capacities of Armenia, in: 14th RoEduNet International
Conference- Networking in Education and Research (RoEduNet NER), IEEE. pp. 28– 33.

3. Buades, A., Coll, B., Morel, J.M., 2005. A review of image denoising algorithms, with a new one. Multiscale
Modeling & Simulation 4, 490– 530.

4. Demleitner, M., Gufler, B., Kim, J., Lemson, G., Nickelt-Czycykowski, I., Rauch, T., Stampa, U., Steinmetz,
M., Voges, W., Wambsganss, J., 2007. The German astrophysical virtual observatory (GaVO): archives and
ap- plications, status and services. Astronomische Nachrichten 328, 713.

5. Genova, F., Allen, M.G., Arviset, C., Lawrence, A., Pasian, F., Solano, E., Wambsganss, J., 2015. Euro-VO
- coordination of virtual observatory activities in Europe. Astronomy and Computing 11, 181–189.

6. Hajian, A., Alvarez, M.A., Bond, J.R., 2015. Machine learning etudes in astrophysics: selection functions for
mock cluster catalogs. Journal of Cosmology and Astroparticle Physics 2015, 038.

7. Hanisch, R., 2014. The virtual observatory: I. Astronomy and Computing 7, 1–2.
8. Hanisch, R.J., 2012. Science initiatives of the us virtual astronomical observatory. Open Astronomy 21, 301–

308. 
9. Hanisch, R.J., Farris, A., Greisen, E.W., Pence, W.D., Schlesinger, B.M., Teuben, P.J., Thompson, R.W.,

Warnock, A., 2001. Definition of the flexible image transport system (fits). Astronomy & Astrophysics 376,
359–380.

10. Huchra, J.P., 1977. The nature of Markarian galaxies. The Astrophysical Journal Supplement Series 35, 171–
195. 

11. Indolia, S., Goswami, A.K., Mishra, S., Asopa, P., 2018. Conceptual understanding of convolutional neural
network-a deep learning approach. Procedia computer science 132, 679–688.

12. Kohonen, T., 1982. Analysis of a simple self-organizing process. Biological cybernetics 44, 135–140.
13. MacQueen, J., et al., 1967. Some methods for classification and analysis of multivariate observations, in:

Proceedings of the fifth Berkeley symposium on mathematical statistics and probability, Oakland, CA, USA.
pp. 281–297.

14. Massaro, E., Mickaelian, A., Nesci, R., Weedman, D., 2008. The digitized first Byurakan survey, in: Aracne,
p. 78.

15. Mickaelian, A., Astsatryan, H., Knyazyan, et. al., 2016. Ten years of the Armenian virtual observatory.
Astronomical Society of the Pacific Conference Series 505, 16–23.

16. Mickaelian, A., Nesci, R., Rossi, C., Weedman, D., Cirimele, G., Sargsyan, L., Gaudenzi, S., 2007. The
digitized first byurakan survey - dfbs. Astronomy & Astrophysics 464, 1177–1180.

17. Mickaelian, A.M., Sargsyan, L.A., Astsatryan, H.V., Cirimele, G., Nesci, R., 2009. The DFBS spectroscopic
database and the Armenian virtual observatory. Data Science Journal, 0905280112–0905280112.

18. Nair, V., Hinton, G.E., 2010. Rectified linear units improve restricted boltzmann machines. ICML.
19. Pavlidis, T., 2012. Algorithms for graphics and image processing. Springer Science & Business Media.
20. Quinn, P.J., Barnes, et. al., 2004. The international virtual observatory alliance: recent technical developments

and the road ahead, in: Optimizing scientific return for astronomy through information technologies,
International Society for Optics and Photonics. pp. 137–145.

21. Rumelhart, D.E., Hinton, G.E., Williams, R.J., 1986. Learning representations by back-propagating errors.
nature 323, 533–536.

22. Scaife, A., 2020. Big telescope, big data: towards exascale with the square kilometre array. Philosophical
Transactions of the Royal Society A 378, 20190060.

23. Zhang, M., 2019. Use density-based spatial clustering of applications with noise (dbscan) algorithm to identify 
galaxy cluster members. IOP Conference Series: Earth and Environmental Science 242, 042033.



9 

3. Goals of the research project

The DFBS contains many different spectral types depending on the object type, such as late-type stars, quasars, 
galaxies, or white dwarfs (see fig. 4). The length, the shape, the spectral energy distribution, and available spectral 
lines allow identification of different types of objects.  

Figure 4: DFBS spectra for various types of objects. 

The detection, extraction, and classification of spectra of about 20 million astronomical objects require 
distinguishing the pixels containing photons from the source and the noise pixels per object. The problem is more 
critical to identify very dim objects by their shapes and amount of brightness accurately, because of point-spread 
function convolution, noise, and blending. The DFBS contains up to 20 types, but there is no spectral classification 
by their shapes. Machine learning (ML) paradigms are vital elements to extract and explore astronomical datasets 
enabling them to classify unexpected structures. The Project aims at developing a service based on convolutional 
neural network (CNN) to classify UV-excess galaxies, carbon stars, and other spectral objects available in the 
DFBS survey. As input data of CNNs, ASCII files of spectra and FITS images are used to classify the following 
objects’ spectra:  
• Ultraviolet-excess (UVX) galaxies (such as Markarian galaxies) - they have broader spectra than stars and

longer UV (blue) part compared to other galaxies. These objects appeared to contain exciting types of
galaxies, such as Active Galactic Nuclei, including Seyferts, LINERs and some Quasars and Blazars, or
Starburst galaxies. Very often, they are not distinguishable on low-dispersion spectra;

• Quasars (QSOs) – typically show blue spectra, have flat SEDs (spectral energy distributions) and strong/broad
emission lines. Quasars are the most distant objects of the Universe and play crucial role in understanding the
Cosmology;

• Compact galaxies (Seyferts, etc.) - often display stellar-like spectra, sometimes may display strong/broad
emission lines;

• White dwarfs (WDs) – blue spectra, have broad absorption lines. WDs are very compact objects and are
considered as the final stage of stellar evolution for most of the stars;

• Hot subdwarfs (sd) – very blue spectra, sometimes show broad absorption lines. Hot subdwarfs are important
to understand the evolutionary transition be- tween normal stars and WDs;

• Cataclysmic Variables (CVs) – blue spectra, in DFBS sometimes show emission lines. CVs are rather im-
portant for studies of close binary systems, stellar interactions and stellar evolution;

• Planetary Nebulae (PNe) – very strong emission lines and weak continuum. PNe are considered as slow mass
ejection from central stars;

• Carbon(C) stars–extreme red spectra like short triangles, others (earlier subtypes) may display absorption
bands. Carbon stars are important for understanding the chemical evolution of stars;

• Other late-type stars (such as M type) – red spectra with substantial red part and very faint blue part, ab-
sorption bands may be observed. M and other late-type stars are used to study the stellar evolution and Galactic 
kinematics.
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4. Outcomes

CNNs were introduced to classify UV-excess galaxies, quasars, compact galaxies, and other spectral objects in 
the DFBS survey. In the suggested supervised CNN model, the best results have been achieved in 34 epochs. The 
experiments show a good correspondence between the predicted and measured values, such as the overall accuracy 
is within 87%. Linear regression techniques have been implemented to forecast the number of objects in the DFBS 
survey expecting to have at least six million carbon stars, three mil- lion hot subdwarfs, and one million Markarian 
galaxies.  

It is planned to increase the number of classes to predict and the accuracy. Based on the results, a cloud service 
will be deployed based on the suggested ML models.  
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5. Research plan and outcomes from each research stage

Short description of the work package 
Work package No. 1 To develop data pre-processing algorithm 

Work package leader Areg Mickaelian 
Researchers Hrachya Astsatryan 

Areg Mickaelian 
Kristine Hambardzumyan  
Aram Knyazyan 

Duration 01/05/2021 - 30/11/2021 

Targets − To develop data pre-processing algorithm 

Work package description A three-step image processing algorithm has been developed to extract data 
from spectral images. In astrophysics, a threshold detection algorithm is quite 
popular to obtain the amount of light coming from each object to select pixels 
as sources or background. The image thresholding algorithm partitions an 
image into a foreground and background (Hajian et al., 2015). The threshold is 
applied for each spectral image to identify the objects from the background, 
and astronomical objects using the coordinates for two points (x1, y1, x2,y2) 
bounding rectangles that enclose them. It is assumed that all the pixels that 
appear different from the background correspond to astronomical objects. 
Before thresholding, an image, non-linear noise reduction Gaussian blur is 
used to blur the spectral images and remove noise (Buades et al., 2005). Then, 
the adaptive mean thresholding method is implemented to separate the 
foreground from the background. The threshold value is analyzed per each 
spectra in a window using its specific threshold value in the suggested adaptive 
thresholding method. The astronomical coordinates (alpha and delta) to pixel 
coordinates (x and y) are converted for each astronomical object.  

The object’s bounding rectangle is identified using the pixel coordinates of the 
object and thresholded image of the plate, which includes the object. Since the 
object’s pixel coordinate is available, a boundary detection algorithm is 
applicable. The Theo Pavlidis algorithm has been implemented to find the 
object’s bounding coordinates using sim- ple tracing contour pixels based on a 
chain code to get the object’s bounding rectangle (Pavlidis, 2012). The 
algorithm considers only three adjacent pixels, e. g., front-left, front, and front-
right. If all three pixels are white, the tracer turns right. It is possible to extract 
the object’s 2D spectrum from the original plate image using the object’s 
bounding rectangle. 

WP Deliverables Planned delivery date 

Algorithm 01/12/2021 

Short description of the work package 
Work package No. 2 To develop unsupervised learning algorithm 
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Work package leader Aram Knyazyan 
Researchers Hrachya Astsatryan 

Areg Mickaelian 
Kristine Hambardzumyan  
Aram Knyazyan 

Duration 01/12/2021 - 30/04/2022 

Targets − To develop unsupervised learning algorithm 

Work package description A training dataset of example inputs is implemented based on an unsupervised 
learning system consisting of input and hidden nodes (Kohonen, 1982). The 
network learns by associating several input patterns types with different hidden 
nodes. The spectral images autoencoder represented as vectors are used as the 
input data. The autoencoder is implemented for an unsupervised ML model to 
decrease the shape of the input data. An autoencoder employs a symmetric 
structure composed of two main blocks:  
• An encoder part that compresses the input into a low dimensional

representation that contains the informative content of the data;
• A decoder part that is trained to reconstruct the input from the features

extracted by the encoder.

Once the unsupervised pre-training is completed, the encoder part is thus a 
powerful automatic feature extractor that, completed with a suitable output 
layer, can be then fine- tuned in a supervised way to obtain the desired 
estimation. A small feature set for an object is created using the Autoencoder 
Artificial neural network based on convolutional layers, also called 
Convolutional Autoencoder. This artificial neural network helps to decrease 
the shape of the input data. The density-based clustering algorithm has played 
a vital role in finding non-linear shapes based on clusterization density. 
Density-Based Spatial Clustering of Applications with Noise (DBSCAN) is 
the most widely used density-based algorithm. It uses the concept of density 
reachability and density connectivity. It has two principal parameters sigma 
and minimum samples count. Since the features set are ready, the DBSCAN 
algorithm is used (Zhang, 2019) to classify the objects. The backpropagation 
algorithm is used for training and K-means for clustering to group similar data 
points together and discover underlying patterns (MacQueen et al., 1967). K-
means looks a pre-defined number of clusters in a dataset.  

WP Deliverables Planned delivery date 

Model 01/5/2022 

Short description of the work package 
Work package No. 3 To develop supervised learning algorithm 

Work package leader Hrachya Astsatryan 
Researchers Hrachya Astsatryan 

Areg Mickaelian 
Kristine Hambardzumyan  
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Duration 01/12/2021 - 30/04/2022 

Targets − To develop supervised learning algorithm 

Work package description As a supervised learning approach, CNN deep learning algorithms (Indolia et 
al., 2018) have been developed and implemented on cleaned and ready data in 
the final stage. CNNs have deep feed-forward architecture and astonishing 
ability to generalize better than networks with fully connected layers. CNNs 
use the concept of weight sharing enabling to reduce the number of parameters 
to train the network. The limited number of parameters in CNNs overcome the 
suffer overfitting and train smoothly the datasets. The classification and feature 
extraction stages use for the learning process. An image to be classified is 
provided to the input layer, and the output is the predicted class label computed 
using extracted features from the image. A training dataset of example inputs 
and their corresponding desired outputs are used in a supervised learning 
system.  
The spectral images represented as vectors are used as the input data for 
training and testing CNN models. Data normalizing scales data to fall within a 
smaller range, which helps speed up the training phase. The datasets are trans- 
formed into values between 0 and 1 by dividing the difference between actual 
and minimum values by the deviation of maximum and minimum values.  

CNN accepts 160×50 pixels image as input, which is forwarded through the 
convolutional layer. As essential building blocks for CNNs, the max pooling 
layers reduce the input dimensions and summarizes the most activated 
presence of a feature. The pooling function reduces map-size significantly and 
generates another output vector. Therefore, the pooling layers, which are 
implemented immediately after the convolutional layer, speed up the 
simulations and makes the detected features more robust. The convolution 
layer extracts the useful features from the input image with a filter. As an 
example, in the case of a 5X5 pixel filter, the Conv2D convolution layer 
computes the dot products between the image pixels’ values and the weights 
defined in the filter. The final filter sizes are decided per each convolutional 
layer based on the experiments and the CNN results. A 2D convolution layer 
(Conv2D) means that the convolution operation’s in- put is three-dimensional, 
while "2D convolution" refers to the movement of the filter in two dimensions. 
The flatten layer serves as a connection between the convolution and the output 
layers. The ANN then evaluates the error according to some pre-defined cost 
function and computes appropriate corrections to the parameters. These 
prediction errors are propagated backward and use gradient descent to 
computation the parameter updates (Rumelhart et al., 1986). A rectified linear 
unit (ReLU) activation (output zero when the input less than zero and output 
equal to the input otherwise) is used for all hidden layers, as a functional 
mapping between inputs and outputs to learn and model the complex dataset 
(Nair and Hinton, 2010). The softmax activation function is used for the output 
layer. The model outputs are known classes of the spectrums.  

WP Deliverables Planned delivery date 

Model 01/5/2022 

Short description of the work package 
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Work package No. 4 COORDINATION, FINANCIAL MANAGEMENT, DISSEMINATION 

Work package leader Hrachya Astsatryan 
Researchers Hrachya Astsatryan 

Areg Mickaelian 
Kristine Hambardzumyan  

Duration 01/05/2021 - 30/04/2022 

Targets − Coordination 
− Financial management 
− Dissemination 

Work package description The aim of WP4 is to ensure the consistency of the overall resources used and 
the work performed, control the progress of the work, organise the production 
of meetings, resolve any project internal conflicts, and act as an interface for 
reporting on project progress. In order to successfully manage the project, a 
stable management structure is being proposed, with a clear set of roles and 
responsibilities of all actors; as well as clear set of procedures for information 
flow and other key management aspects.  

WP Deliverables Planned delivery date 

Report 01/5/2022 



15 

6. Beneficiaries of the outcomes, impact, dissemination and
sustainability

The major dissemination and exploitation aims are raising awareness on the Astro services offered and the benefits 
of ML and HPC principles and platforms; promoting the widespread use of developed services and creating 
incentives to attract new services and users; performing science communication activities with a focus on the 
Astronomical Observatories, to increase visibility within scientific, academic and technical circles; supporting 
sustainability and visibility of the research results even after the projects lifetime, particularly through the creation 
and the establishment of the SaaS astro solutions; and participating to and shaping scientific outreach activities 
on research issues. 
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7. Technical prerequisites for project realization

We use a hybrid research computing platform combing HPC with Grid and Cloud Computing based on 
ArmCluster HPC cluster, resource sharing ArmGrid Grid, and on-demand service provisioning federated cloud 
infrastructures. The infrastructure is operated by IIAP. The ArVO has being created to utilize the DFBS as an 
appropriate spectroscopic database. Beside the DFBS, ArVO is being complemented by the Digitized Second 
Byurakan Survey (SBS) database, the Byurakan photographic archive, and the Byurakan Observatory 2.6m 
telescope observations, and will be a part of IVOA. The DFBS database has to be used together with other 
available data on the Internet, which are being accessed through AVOs. The ArVO project includes the creation 
of a database of digitized FBS spectra and its integration in AVOs, creation of a user interface with a full access 
to all DFBS data as well as all existing data from other databases. 
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Dr 

Affiliation Director of the Byurakan Astrophysical Observatory of 
the National Academy of Sciences of the Republic 
Armenia 
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Researchers’ CV 

Dr. Areg Mickaelian (1962) is Leading Scientist, Head of Research Department and the Director at Byurakan 
Astrophysical Observatory (BAO, Armenia), Director of IAU South West and Central Asian Regional Office 
of Astronomy for Development (SWCA ROAD), Acting President of Armenian Astronomical Society (ArAS), 
Project Manager of Armenian Virtual Observatory (ArVO) and Director of Byurakan International Summer 
Schools (BISS). He is the Vice-Chair of Euro-Asian Astronomical Society (EAAS), Executive Committee 
member of International Virtual Observatory Alliance (IVOA) and International Planetary Data Alliance 
(IPDA). In 1997-2019 he has worked in the scientific centres of France, Germany, Italy and USA. His research 
relates to astronomical surveys, active galaxies, X-ray, IR and radio sources. He has revealed 1100 blue stellar 
objects, ~300 IR stars and ~1200 IR galaxies, among which he has discovered new ULIRGs and active galaxies. 
He has identified some 6000 X-ray sources. He has discovered the most powerful IR galaxies showing IR/opt 
flux ratios up to 1000 and higher. In 1999, he has founded ArAS. He has accomplished the Digitized First 
Byurakan Survey (DFBS). In 2005, he has created ArVO. He is author of some 260 research papers, 14 
electronic catalogues, a number of books and numerous popular articles. He has edited many books, including 
the Proceedings of a number of meetings, published by Cambridge Univ. Press, ASP Conf. Series and other 
publishing companies. He is member of IAU, EAS, EAAS, AAS, ASP, ArAS, and editorial boards of 5 
scientific journals. 

Participation in national research projects 
1. BAO Plate Archive project - Digitization of Byurakan Astrophysical Observatory plate archive and

creation of active database of astronomical data, State Committee of Science (2020-2021), (role:
participant).

2. BAO Plate Archive project - Digitization of Byurakan Astrophysical Observatory plate archive and
creation of active database of astronomical data State Committee of Science (2015-2018), (role:
coordinator).

Participation in international research projects 
3. Digitized First Byurakan Survey (DFBS), CRDF ARP1-2849-YE-06, ANSEF, 2000-2009, (role:

coordinator).
4. Armenian Virtual Observatory (ArVO) and Grid; Armenian-Georgian VO (ArGeVO), CRDF, ISTC,

2000-2009, (role: coordinator).
5. Search and Study of Bright QSOs, PICS, ANR, and DFG travel grants, 2000-2009, (role: coordinator).

Researcher signature: 
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RESEARCHER 

First and last name Aram Knyazyan 

Academic/Professional 
rank 

Dr. 

Affiliation Institute for Informatics and Automation Problems of the 
National Academy of Sciences of the Republic Armenia 

Lead Researcher CV 

Dr. Aram Knyazyan (m) is a member of the “Scientific Computing” Centre at IIAP. The research interests of 
A. Knyazyan include computational astronomy objectives implementation in grid infrastructure, Armenian 
Virtual Observatory tools and services development. His professional interests include Big data mining, Parallel 
Computing, Virtual Observatories and its services development. 

Participation in international research projects 
1. NI4OS-Europe: National Initiatives for Open Science in Europe, EC Horizon 2020 Nr. 857645, 2019 –

2021, (role: participant). 

Researcher signature: 

RESEARCHER – PhD student 

First and last name Kristine Hambardzumyan 

Academic/Professional 
rank 

PhD student 

Affiliation Assistant Professor at National Polytechnic University 
of Armenia 

Researchers’ CV 

Mrs. Kristine Hambardzumyan is Assistant Professor and part time PhD student at National Polytechnic 
University of Armenia.  

Participation in international research projects 
1. Promoting Academia-Industry Alliances for R&D Through Collaborative and Open Innovation

Platform (ALL4R&D), Erasmus+ KA2 Nr. 598719-EPP-1-2018-1-MK-EPPKA2-CBHE-JP, 2018 – 
2021, (role: participant) 

2. Modernization of Doctoral Education in Science and Improvement of Teaching Methodologies
(MODEST), Erasmus+ KA2 Nr. 598549-EPP-1-2018-1-LV-EPPKA2-CBHE-JP, 2018 – 2021, (role: 
participant) 

3. Transforming Architectural and Civil Engineering Education towards a Sustainable Model
(TACEESM), Erasmus+ KA2618883-EPP-1-2020-1-IT-EPPKA2-CBHE-JP, 2020 – 2023, (role: 
participant) 

Researcher signature: 
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9. Project budget and cost

Costs Amount (Euro) Comment 
Personnel costs 7200 1PM 
Travel 600 Participation and presentation in one conference 
Equipment 0 Using the facilities operated by NPUA/IIAP 

Cooperative R&D Unit,  Machine Learning Lab
Dissemination costs 200 Booklets, brochures 
Total 8000 
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